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Relative Contributions of Spectral and Temporal Cues for Speech Recognition in Patients with Sensorineural Hearing Loss
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Abstract The present study was designed to examine speech recognition in patients with sensorineural hearing loss when the temporal and spectral information in the speech signals were co-varied. Four subjects with mild to moderate sensorineural hearing loss were recruited to participate in consonant and vowel recognition tests that used speech stimuli processed through a noise-excited vocoder. The number of channels was varied between 2 and 32, which defined spectral information. The lowpass cutoff frequency of the temporal envelope extractor was varied from 1 to 512 Hz, which defined temporal information. Results indicate that performance of subjects with sensorineural hearing loss varied tremendously among the subjects. For consonant recognition, patterns of relative contributions of spectral and temporal information were similar to those in normal-hearing subjects. The utility of temporal envelope information appeared to be normal in the hearing-impaired listeners. For vowel recognition, which depended predominately on spectral information, the performance plateau was achieved with numbers of channels as high as 16–24, much higher than expected, given that the frequency selectivity in patients with sensorineural hearing loss might be compromised. In order to understand the mechanisms on how hearing-impaired listeners utilize spectral and temporal cues for speech recognition, future studies that involve a large sample of patients with sensorineural hearing loss will be necessary to elucidate the relationship between frequency selectivity as well as central processing capability and speech recognition performance using vocoded signals.
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Introduction

In current multichannel cochlear implant technology, the incoming acoustic signal is divided into a number of frequency bands through a bank of bandpass filters. Information in each band is delivered to a particular location in the cochlea via a stimulating electrode. The number of bands, or frequency channels, constitutes the spectral cues that we study in the present study. In each frequency band, the envelope of the bandpassed signal is extracted using a full- or half-wave rectification followed by lowpass filtering. The envelope is then used to modulate the electric pulse trains. Thus, the amount of temporal envelope information, determined by the lowpass cutoff frequency of the lowpass filter, constitutes the temporal cues that we study in the present study.[11, 12]

Previous research has extensively examined the contributions of temporal cues and spectral cues to speech recognition in normal-hearing listeners.[3-9] Typically, a noise-excited vocoder is used to control the amount of spectral and temporal cues in the signal and speech recognition performance is measured in normal-hearing subjects. There is a consensus in the literature that speech recognition can be achieved with as few as 4 spectral channels and with temporal envelope as low as
20 Hz. More recent research has shown that the number of spectral channels required for good speech recognition might be larger than the minimum of 4, depending on the level of challenge of the listening conditions (e.g., signal-to-noise ratio) [18, 19]. We have further shown that the temporal envelope required for vowel and consonant recognition is 4 and 16 to 32 Hz, respectively [12, 13].

In a series of studies where we used the vocoder technique to examine the relative contributions of temporal and spectral cues to speech recognition, we have shown that speech recognition in quiet and in noise depends on both temporal and spectral cues when the two cues were co-varied [8, 11, 12]. In addition, there is a tradeoff relation between the temporal and spectral cues. That is, enriched spectral information can compensate for diminished temporal information in speech recognition, and vice versa [2].

Sensorineural hearing loss affects millions of individuals today causing difficulties in understanding speech. Over the years, the reasons behind poor speech recognition in patients with sensorineural hearing loss have caused considerable controversy and provoked numerous research studies. Some researchers have suggested that these speech recognition difficulties arise primarily from reduced audibility [13-15], while others [16-20] believe there is a reduced ability to discriminate supra-threshold sounds [21]. Nonetheless, few studies have examined the relative importance of spectral and temporal cues for speech recognition in patients with sensorineural hearing loss. Turner et al. [22] found that, despite the poor speech recognition performance in general in patients with moderate to severe sensorineural hearing loss, the temporal (non-spectral) acuity for speech recognition was comparable to that of the normal-hearing controls, when audibility of the stimuli is compensated for in speech signals. In another study, consonant recognition showed continuous improvement in both normal-hearing and hearing-impaired subjects as the number of channels was increased from 1 to 8 [23]. Baskent [24] examined the use of spectral cues for consonant and vowel recognition in patients with moderate sensorineural hearing loss. Baskent showed that in quiet and low background noise (signal-to-noise ratio at 10 dB), performance by both normal-hearing and hearing-impaired subjects saturates at 8 channels. In higher background noise (signal-to-noise ratio at 0 and −5 dB), performance by hearing-impaired subjects saturates at 8 channels, while performance by normal-hearing subjects continued to benefit from more channels up to 12–16 with vowels, and 10–12 with consonants. It appears that patients with sensorineural hearing loss have limited spectral resolution to utilize spectral information in the speech signal.

Relative contributions of spectral and temporal cues for speech recognition in patients with sensorineural hearing loss have not been studied. Studies by Turner et al. [22, 23] indicated that even though hearing-impaired listeners were able to make use of temporal cues with one-channel processing, they had difficulties to combine information from multiple channels. Thus, it is important to examine how spectral and temporal cues interact and their effects on speech recognition when both cues are co-varied. The present study is designed to extend our previous observations on the relative contributions of spectral and temporal cues for speech recognition in normal-hearing population to patients with sensorineural hearing loss. It is hypothesized that a tradeoff exists between the spectral and temporal cues for speech recognition in patients with sensorineural hearing loss. While the use of temporal cues might be similar to that in normal-hearing listeners, the number of channels needed to reach performance plateau for hearing-impaired listeners may be lower than that reported in normal-hearing listeners. The data obtained from the present study will not only provide us with better understanding of the use of spectral and temporal information in the impaired auditory systems but also guide us in future design of speech processing strategies used in hearing aids and cochlear implants.

Methods

Subjects

Four subjects (S1, S2, S3, and S4) with mild to moderately severe sensorineural hearing loss were recruited to participate in the present study. There were two males (S2 and S4) and two females (S1 and S3). The ages were between 19 and 81 years. Detailed demographic data are provided in Table 1. The audimetric results for the four subjects are shown in Fig. 1. All
subjects used hearing aids in their daily life. Subject S1 had a progressive congenital sensorineural hearing loss in the left ear and a severe-to-profound mixed hearing loss in the right ear that was diagnosed at three years of age. Subject S2 had a bilateral mild-to-moderate sensorineural hearing loss due to presbycusis and noise exposure. Subject S3 had a bilateral progressive moderate-to-severe sensorineural hearing loss that was acquired around 71 years of age due to presbycusis. Subject S4 had a bilateral high-frequency sloping mild-to-moderately-severe sensorineural hearing loss.

Table 1 Demographic data of the subjects

<table>
<thead>
<tr>
<th>Subject</th>
<th>Age (yrs)</th>
<th>Gender</th>
<th>Ear tested</th>
<th>Consonant score *</th>
<th>Vowel score *</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>19</td>
<td>f</td>
<td>Left</td>
<td>83.33</td>
<td>85.00</td>
</tr>
<tr>
<td>S2</td>
<td>67</td>
<td>m</td>
<td>Left</td>
<td>87.50</td>
<td>81.25</td>
</tr>
<tr>
<td>S3</td>
<td>81</td>
<td>f</td>
<td>Left</td>
<td>67.50</td>
<td>56.25</td>
</tr>
<tr>
<td>S4</td>
<td>40</td>
<td>m</td>
<td>Left</td>
<td>77.50</td>
<td>93.75</td>
</tr>
</tbody>
</table>

* Percent correct using original, unprocessed speech signals

![Fig. 1 Audiometric results for the four subjects with sensorineural hearing loss. Subject S1: Moderate sensorineural hearing loss in the left ear and a severe-to-profound mixed hearing loss in the right ear. Subject S2: Moderate sensorineural hearing loss sloping to severe at 4000 Hz bilaterally. Subject S3: Mild-to-moderate sensorineural hearing loss bilaterally. Subject S4: Bilateral high-frequency sloping mild-to-moderately-severe sensorineural hearing loss.](image)

Two male (#48 and #49) and two female (#39 and #44) speakers each produced the stimulus set that consisted of the following 12 words: had, hayed, hawed, head, heard, heed, hid, hod, hoed, hood, hud, and who'd.

**Signal Processing**

A noise-excited vocoder was used to process the speech signals. Technical details of the signal processing are available in Xu et al. [12, 8, 11, 12, 27, 28] Briefly, the speech signals in the frequency range of 150 and 5500 Hz were bandpass filtered through a bank of filters. The number of bands (i.e., number of channels) was varied and included 2, 4, 6, 8, 12, 16, 24, and 32. The corner frequencies of the bandpass filters were determined based on Greenwood formula [29]. The temporal envelope of each band was extracted via half-wave rectification and lowpass filtering. The corner frequency of the lowpass filter was varied between 1 and 512 Hz in octave steps (i.e., 1, 2, 4, 8, 16, 32, 64, 128, 256, and 512 Hz). The temporal envelope of each band was then used to modulate a white noise that was bandpassed through the same bank of filters used earlier to filter original speech signals. Finally, the modulated noise bands were summed and the resultant signals were stored on a computer hard disk for presentation. The signal processing was realized in MATLAB programming environment.

**Procedures**

No hearing aids were used in the experiment. The speech signals were presented monaurally through a circumaural headphone (Sennheiser, HD 265) in a sound booth to the better ear of the subjects. The intensity was adjusted to the most comfortable level for each subject. Two separate graphical user interfaces (GUIs) were created in MATLAB to present the consonants and vowels. In the GUIs, the phonemic symbols (20 initial consonants or 12 hVd vowels) were represented in alphabetical order in a grid on a computer screen. The consonant or vowel stimuli were presented in random orders. The subjects were instructed to use a computer mouse to select the button that shows the phonemic symbol of the consonant or vowel that they had heard.

Prior to the beginning of the experiment, performance of the unprocessed, original speech stimuli was obtained for each subject (Table 1). A training session
was followed during which each subject listened for about 2–3 h to the processed speech materials to familiarize themselves with the experiment. Eight combinations of the two variables (i.e., number of channels and lowpass cutoff frequency) were used during training. They appeared in the following order, presumably from easy to more difficult combinations: (1) 32 channels, 512 Hz lowpass cutoff; (2) 24 channels, 256 Hz lowpass cutoff; (3) 16 channels, 64 Hz lowpass cutoff; (4) 12 channels, 32 Hz lowpass cutoff; (5) 8 channels, 16 Hz lowpass cutoff; (6) 6 channels, 4 Hz lowpass cutoff; (7) 4 channels, 2 Hz lowpass cutoff; and (8) 2 channels, 1 Hz lowpass cutoff. Feedback was provided during training.

During the experiment, 80 combinations of number of channels and lowpass cutoff frequency (8 numbers of channels × 10 lowpass cutoff frequencies) were randomized. For each combination, the consonants were tested first followed by the vowel test. A total of 3200 tokens (20 tokens × 2 talkers × 80 combinations) were presented to each subject in the consonant tests. A total of 3840 tokens (12 tokens × 4 talkers × 80 combinations) were presented to each subject in the vowel tests. No feedback was provided during the experiment. The experiment was scheduled in blocks of 1 to 3 h, and it took 9–10 h for each subject to complete the experiment.

Results

The percent correct scores of consonant recognition for the 80 combinations of number of channels and lowpass cutoff frequency are shown in Fig. 2. The ab-
scissa represents the 8 different numbers of channels whereas the ordinate represents the 10 different low-pass cutoff frequencies. The color in each small square represents the consonant recognition performance as indicated by the color bar on the right. All hearing-impaired subjects demonstrated consonant recognition performance that was dependent on both number of channels and lowpass cutoff frequency. There were remarkable individual differences in consonant recognition performance in the hearing-impaired subjects. Subject S1 showed fairly high recognition performance, similar to the mean performance of the normal-hearing subjects. The other three subjects showed lower recognition performance with subject S3 being the poorest in performance.

The percent correct scores of vowel recognition for the 80 combinations of number of channels and lowpass cutoff frequency are shown in Fig. 3. The figure is plotted in the same format as Fig. 2. Again, there were large individual differences in vowel recognition performance as in consonant recognition. Subjects S1 and S4 showed high performance that was comparable to that of normal-hearing subjects. The other two subjects (S2 and S3) showed relatively poor performance in vowel recognition with S3 being particularly poor. All hearing-impaired subjects demonstrated vowel recognition performance that was highly dependent on the number of channels but much less so on the lowpass cutoff frequency.

Fig. 4 shows the mean performance for consonant (left panel) and vowel (right panel) recognition across the four subjects. The figure is plotted in a contour-plot format in which particular combinations of number of channels and lowpass cutoff frequency that produced similar recognition performance are grouped together as areas. The color in each area represents the recognition scores as indicated by the color bar on the right. Note that the abscissa represents the number of channels in logarithmic scale. The mean consonant recognition scores indicate that both spectral cues (number of channels) and temporal cues (lowpass cutoffs) contributed to the performance (Fig. 4, left). Consonant recognition improved as a function of number of channels up to 6 channels. Further increase in number of channels did not lead to improvement in consonant recognition performance. Consonant recognition also improved as a function of lowpass cutoff frequencies up to 16–32 Hz. Further increase in lowpass cutoff frequencies did not contribute to any further improvement in consonant recognition performance.

The pattern in which the number of channels and lowpass cutoff frequency contributed to vowel recognition was quite different from that for consonant recognition (Fig. 4, right). The mean vowel recognition per-
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**Fig. 4** Mean consonant (left) and vowel (right) recognition performance across the four hearing-impaired subjects. In each contour plot, the area that is filled with a particular color represents the phoneme recognition score (see color bar on the right) for a given number of channels (abscissa) and lowpass cutoff frequency (ordinate).
formance continued to improve as the number of channels increased from 2 to 16 or 24. On the other hand, the performance barely benefited from the increase of lowpass cutoff frequency greater than 4 Hz.

Discussion

One of the findings in the present study was that the performance of individuals with sensorineural hearing loss was on average lower than that of normal–hearing individuals. This was particularly true for consonant recognition (Fig. 2). Turner et al. found that consonant recognition in six hearing–impaired subjects was lower than the normal–hearing controls with number of channels between 2 and 8. Similar findings for consonant recognition were reported by Baskent in four hearing–impaired subjects with number of channels between 2 and 40. In our group of subjects, only one (S1) showed a consonant recognition performance comparable to that of the normal–hearing listeners. It is puzzling though that even in the 2–channel condition, consonant recognition performance in hearing–impaired patients was lower than that of the normal–hearing listeners. Patients with sensorineural hearing loss apparently have normal or close–to–normal temporal processing capability for speech perception as shown in Turner et al. and in the present study (Fig. 4, see discussion below). Nonetheless, reduced spectral resolution of the damaged cochlea cannot fully explain the decreased performance in consonant recognition either, because patients with moderate to severe sensorineural hearing loss should have at least 2 channels to operate. Two reasons have been proposed as explanations by Turner et al. One is audibility. This can well be the case in some of our subjects. For example, S2 had a notch at 4 kHz whereas S4 had high–frequency sloping loss. Perhaps some of our subjects had issues with audibility in some of the high frequencies. The other is central processing mechanisms. The impaired auditory system cannot combine temporal information across multiple channels. The subjects in our sample who performed the most poorly were the older subjects (S2 and S3) (Figs. 2 and 3). However, our sample size is too small to draw any conclusions about the effect of age on the speech perception with vocoded signals.

Vowel recognition performance in the hearing–impaired subjects was only slightly lower than that in normal–hearing listeners reported in the literature. Two of the four subjects (S1 and S4) had vowel recognition scores comparable to those of normal–hearing subjects (Fig. 3). Baskent showed that vowel recognition in quiet and in high signal–to–noise ratio (+10 dB) did not differ between the hearing–impaired and normal–hearing groups with number of channels between 2 and 40. Only at lower signal–to–noise ratio (0 and –5 dB) did the performance of the hearing–impaired subjects fall short of that of the normal–hearing subjects. It is worth noting that individual differences in vowel recognition performance were just as large as in consonant recognition. Obviously some of the hearing–impaired subjects failed to reach a performance level comparable to that of the normal–hearing listeners. Perhaps the differences in frequency resolution in the patients can account for the differences in performance.

Even though there were large individual differences in both consonant and vowel recognition performance, the mean data did provide valuable information on how temporal and spectral information interact in providing cues for speech recognition (see Fig. 4). The patterns of interaction for both consonant and vowel recognition in the hearing–impaired subjects were remarkably similar to those found in normal–hearing listeners. Consonant recognition depended on temporal cues up to 16–32 Hz of the lowpass cutoffs of the envelope extractor. A tradeoff between the spectral and temporal cues existed for consonant recognition but was much less so for vowel recognition. The temporal resolution appeared intact for the hearing–impaired patients to use temporal envelope cues up to at least 16–32 Hz, which was sufficient for speech recognition. Thus, the use of temporal information by the hearing–impaired listeners is considered normal. It would be interesting to test whether the use of temporal envelope information, such as the periodicity cues (50–500 Hz), is compromised in hearing–impaired subjects or not. Bacon and Gleitman demonstrated that the temporal modulation transfer function in patients with sensorineural hearing loss was similar to that of the normal–hearing subjects. Recent studies indicate that
the temporal fine structure (500–10000 Hz) processing ability in hearing-impaired listeners is dramatically reduced.²²

Vowel recognition relies minimally on the temporal cues, but heavily on the spectral cues. Interestingly, vowel recognition performance continued to improve as the number of channels increased up to 16–24. Surprisingly, this finding does not support our original hypothesis that patients with sensorineural hearing loss might reach performance plateau at a low number of channels due to their reduced frequency resolution. This finding is also not consistent with Baskent's²³ study in which the author showed that hearing-impaired listeners reached performance plateau for vowel recognition at a number of channel of 8. A close inspection of the line plots in Baskent's²³ reveals that the vowel recognition performance by hearing-impaired subjects did show further steady improvement between 8 and 24 channels. It is likely that the small sample size (N=4) in that study prevented the author from finding significant differences among the channel conditions. It has been shown in normal-hearing listeners that more than 30 spectral channels can be utilized.²⁰,²³ Nevertheless, we still do not understand how hearing-impaired subjects can utilize as many as 24 channels. Direct psychoacoustic measures of frequency resolution in these patients may provide valuable information as to how many independent channels each of the damaged cochleae can sustain.

In summary, the present study shows that the contributions of the spectral and temporal cues to speech recognition in hearing-impaired subjects are similar to those in normal-hearing subjects. Future studies that involve a large sample of patients with sensorineural hearing loss will be necessary to confirm these findings. Several issues behind these findings remain to be addressed on a theoretic basis. One is whether the frequency resolution ability of hearing-impaired individuals can predict speech recognition performance using the vocoder speech. Patients with sensorineural hearing loss have different etiologies and pathologies which can affect frequency processing even at the level of the cochlea. Future studies should include psychoacoustic measures of frequency selectivity in the tests. However, ter Keurs et al.³⁴ found that psychoacoustic measures of frequency resolution in patients with sensorineural hearing loss was not correlated with the degree of spectral smearing required to degrade speech recognition in noise. On the other hand, future studies should also include assessment of central auditory processing abilities in patients with sensorineural hearing loss. Central processing deficits are a potential important component in disorders such as presbycusis. This approach is likely to provide valuable insights on the ability of patients to integrate information across spectral channels.
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